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# Objectives

* Understand the basic constituents of a Convolutional Neural Networks
* Implement Convolutional Neural Network

# Lab Tool(s)

[Download Python | Python.org](https://www.python.org/downloads/)

[Anaconda | Individual Edition](https://www.anaconda.com/products/individual)

# Lab Deliverables

Submit a pdf document on Blackboard containing your solution to the lab assessment at the end of this document.

# The Data Set You Will Need For This Lab

This lab will teach you how to build a convolutional neural network to make predictions about whether an image contains a cat or a dog.

To do this, you will need a data set to train the model. The data set for this lab can be obtained from GitHub repository. You can download it from here <https://github.com/nickmccullum/cats-and-dogs>

Here's what the repository contains:

A folder called training\_data that holds 4000 images of cats and 4000 images of dogs

A folder called test\_data that contains 1000 images of cats and 1000 images of dogs

A folder called predictions that 1 image of a cat and 1 image of a dog. We will use the images in this predictions folder to make single predictions using our trained model later in this tutorial.

Every image in this data set is a .jpg file.

# The Libraries You Will Need For This Tutorial

This convolutional neural network tutorial will make use of a number of open-source Python libraries, including NumPy and (most importantly) TensorFlow.

The only import that we will execute that may be unfamiliar to you is the ImageDataGenerator function that lives inside of the keras.preprocessing.image module. The purpose of this function is to "Generate batches of tensor image data with real-time data augmentation." You will see the import of this function included in the code cell below.

Let's now import these libraries into our Python script.

***import numpy as np***

***import tensorflow as tf***

***from tensorflow.keras.preprocessing.image import ImageDataGenerator***

Now that our libraries have been imported, we can move on to preprocessing the data we will use in our convolutional neural network.

# Preprocessing Our Data

The process that we will use to preprocess our training data will be slightly different than the process we'll use on our test data. The reason for this is that to avoid overfitting, we will add an extra transformation to the training data images. Overfitting is a common problem in machine learning and deep learning and is characterized by having very high accuracy on the training data and much lower accuracy on the test data.

Let's start by preprocessing our training data!

## Preprocessing the Training Data

The transformations that we will apply to our training data with the goal of avoiding overfitting are more simple than you might imagine. They are simple image transformations like:

Rotations, Cropping and Zooming

These transformations are known as geographical transformations or geographic transformations. The broader process of modifying the original data set to avoid overfitting is called image augmentation.

The tool that we will use for image preprocessing is called the ImageDataGenerator class, which we imported earlier in this lab.

This function is capable of applying a number of different transformations. The transformations and their definitions (from the keras documentation) are shown below:

zoom\_range: Float or [lower, upper]. Range for random zoom. If a float, [lower, upper] = [1-zoomrange, 1+zoomrange].

horizontal\_flip: Boolean. Randomly flip inputs horizontally.

shear\_range: Float. Shear Intensity (Shear angle in counter-clockwise direction in degrees)

The only other argument that the ImageDataGenerator class needs is rescale = 1/255, which scales every pixel in the image such that its value lies between 0 and 255 - which, as you'll recall from earlier in this course, is required for convolutional neural networks.

With all of this out of the way, let's create an instance of the ImageDataGenerator class called training\_generator with a 20% shear range, a 20% zoom range, and a horizontal flip:

***training\_generator = ImageDataGenerator(***

***rescale = 1/255,***

***shear\_range = 0.2,***

***zoom\_range = 0.2,***

***horizontal\_flip = True)***

We have now created an object that can be used to perform image augmentation on our data set. However, the augmentation has not yet been done. We do not yet have the training data we will use to train our convolutional neural network.

To generate our data, we'll need to call the flow\_from\_directory method on our new training\_generator object. This method takes a number of parameters. This method will apply the necessary image augmentation techniques to our training data.

***training\_set = training\_generator.flow\_from\_directory('training\_data',***

***target\_size = (64, 64),***

***batch\_size = 32,***

***class\_mode = 'binary')***

Let's examine each of the parameters from this method one-by-one:

The first parameter is the folder that the training data is contained in

The target\_size variable contains the dimensions that each image in the data set will be resized to

The batch\_size variable represents the size of batches of data that the method will be applied to

The class\_mode specifies which time of classifier you're building. The two main options are binary (for two classes) or categorical (for two or more classes). There are other options which you can read about in the keras documentation if desired.

Once you run this command, you should see the following output:

Found 8000 images belonging to 2 classes.

Now that this is done, we can move on to preprocessing our test data.

**Please print the output of training\_generator.flow\_from\_directory as an image here [1 Mark]**

## Preprocessing the Test Data

As mentioned, we will not be applying image augmentation techniques to our test data. We want the test data to remain unchanged (which would be the case if our machine learning model was deployed in production).

Preprocessing our test data is comprised of two steps:

Creating a new ImageDataGenerator class that excludes the image augmentation arguments that we used on our training data

Applying the same flow\_from\_directory method to the ImageDataGenerator class that was just created

Here is the code to do this:

***test\_generator = ImageDataGenerator(rescale = 1./255)***

***test\_set = test\_generator.flow\_from\_directory('test\_data',***

***target\_size = (64, 64),***

***batch\_size = 32,***

***class\_mode = 'binary')***

Once you run this command, the following output will be printed:

Found 2000 images belonging to 2 classes.

**Please print the output of test\_generator.flow\_from\_directory as an image here [1 Mark]**

Our data preprocessing is complete. We can now move on to building and training our convolutional neural network!

# Building Our Convolutional Neural Network

We will start by initializing an instance of the Sequential class from keras. This class lives within the models module of keras, and keras lives within the TensorFlow library that we imported under the alias tf.

Putting all this together, the CNN initialization command becomes:

***cnn = tf.keras.models.Sequential()***

We will now add various layers to this convolutional neural network object before training the neural network in a later step.

## Adding Our Convolutional Layer

Add layers to a neural network using the add method. Let's start by creating a blank add method using our cnn object:

cnn.add()

What parameter needs to be passed in to this add method?

As you might image, we need to specify the characteristics of our convolutional layer for the first layer of this neural network. TensorFlow contains a built-in object designed specifically for building convolutional layer.

This object lives within the layers module of keras. It is called Conv2D. Here is how you would initialize this object within the add method we just created:

cnn.add(tf.keras.layers.Conv2D())

This Conv2D object needs to accept various parameters. They are:

filters: the number of feature detectors you want to use in your convolutional neural network. We will use 32 different feature detectors in this tutorial, which is a classic choice for image recognition.

kernel: the size of each feature detector. Since feature detectors are square matrices, this kernel parameter represents the length of both the matrix's columns and the matrix's rows. We will be using a parameter of 3, which means that each of our feature detectors will be a 3x3 matrix.

activation: this represents the activation function that will be used by our convolutional neural network. We will use a parameter of relu.

input\_shape: this represents the dimensions of the inputs to our convolutional neural network. Since we're working with colored images of dimension 64x64, our input\_shape will be [64, 64, 3]. The 3 represents the three different colors (red, green, and blue) represented in each image. If we were working with black-and-white images, our input\_shape parameter would be [64, 64, 1].

Putting all of this together, we can add the convolutional layer to our convolutional neural network with the following command:

***cnn.add(tf.keras.layers.Conv2D(filters=32, kernel\_size=3, activation='relu', input\_shape=[64, 64, 3]))***

Our convolutional layer has now been added to our convolutional neural network. Let's move on to our next layer, which will apply max pooling to our data set.

**What will be the add command if we wanted to have 64 feature detectors, with a kernel size of 5x5 [2 Marks]**

## Adding Our Max Pooling Layer

As before, let's start by adding an empty add method to our convolutional neural network:

cnn.add()

The parameter that we will pass in to this add method will be another object that lives inside the layers module of the keras library. This time, the class name is MaxPool2D.

Here's how you can instantiate the class inside the add method without specifying any parameters:

cnn.add(tf.keras.layers.MaxPool2D())

The MaxPool2D module accepts many parameters (just like any other layer of a neural network). In our case, here are the parameters we'd like to specify:

pool\_size: the size of the smaller matrix that will be overlaid upon the feature map. In our case, we will use a value of 2, which indicates that our pooling matrix will be a 2x2 matrix.

strides: the stride length of the max pooling algorithm. This means that the matrix that is overlaid upon the feature detector will move by 2 cells with each iteration. Note that since our pooling matrix is a 2x2 matrix, this means that our pooling algorithm will not analyze any of the same pixels twice.

With all this in mind, here's the final statement to add the pooling layer to our convolutional neural network:

***cnn.add(tf.keras.layers.MaxPool2D(pool\_size=2, strides=2))***

Our convolutional neural network is now composed of:

A convolutional layer

A max pooling layer

Next, to make the network deep we will add another convolutional layer and max pooling layer using Python code that is similar to the statements we have already written.

**What will be the add command if we wanted to have a max pooling layer which reduces the size of the image by a factor of 4 ? [2 Marks]**

## Adding Another Convolutional Layer and Pooling Layer

It is very simple to add another convolutional layer and max pooling layer to our convolutional neural network.

Simply perform the same two statements as we used previously.The only change that needs to be made is to remove the input\_shape=[64, 64, 3] parameter from our original convolutional neural network. The reason

With that in mind, here are two simple lines of code to another convolutional layer and another max pooling layer to our convolutional neural network:

***cnn.add(tf.keras.layers.Conv2D(filters=32, kernel\_size=3, activation='relu'))***

***cnn.add(tf.keras.layers.MaxPool2D(pool\_size=2, strides=2))***

Our convolutional neural network is now composed of:

A convolutional layer

A max pooling layer

Another convolutional layer

Another max pooling layer

That concludes our addition of convolutional layers and max pooling layers (although you could add more if desired).

# Adding The Flattening Layer To Our Convolutional Neural Network

The next step in building our convolutional neural network is adding our flattening layer. As a quick refresher, the role of the flattening layer is to transform the output of the previous pooling layer (which is called the pooled feature map) into a one-dimensional vector.

This one-dimensional vector is used as the input layer of the artificial neural network that is built in the full connection step of the convolutional neural network.

As with the other layers of the neural network, building the flattening layer is easy thanks to TensorFlow. It contains a class called Flatten within the layers module of keras. This class requires no parameters, so wrapping it in an add method is refreshingly simple:

***cnn.add(tf.keras.layers.Flatten())***

We can now move on to adding the full connection step to our convolutional neural network.

# Adding The Full Connection Layer To Our Convolutional Neural Network

As a refresher, the full connection step within a convolutional neural network is simply a standalone layer of an artificial neural network where every neuron is connected to each neuron in the previous layer.

The output of our specific full connection step will be a binary cat/dog classification determined by a Sigmoid function.

We will again use the add method to add the full connection layer to our artificial neural network. Let's begin by calling an empty add method:

cnn.add()

We need to include an artificial neural network within this add method.

To do this, we'll use the Dense class contained within the layers module of keras.

We will specify units = 128 to specify that the network should have 128 neurons.

We will also specify activation = sigmoid to tell keras that we'd like the model to use a ReLU activation function.

***cnn.add(tf.keras.layers.Dense(units=128, activation=’relu’))***

The final step of building our convolutional neural network is to add our output layer.

# Adding The Output Layer To Our Convolutional Neural Network

The output layer of our convolutional neural network will be another Dense layer with one neuron and a sigmoid activation function.

We can add this layer to our neural network with the following statement:

***cnn.add(tf.keras.layers.Dense(units=1, activation='sigmoid'))***

Our convolutional neural has now been fully built! The rest of this lab will teach you how to compile, train, and make predictions with the CNN.

# Training the Convolutional Neural Network

To train our convolutional neural network, we must first compile it. To compile a CNN means to connect it to an optimizer, a loss function, and some metrics.

We are doing binary classification with our convolutional network, just like we did with our artificial neural network earlier in this course. This means that we can use the same optimizer, loss function, and metrics.

More specifically, we will use the Adam optimizer combined with stochastic gradient descent and the accuracy metric.

Here is the code to do this:

***cnn.compile(optimizer = 'adam', loss = 'binary\_crossentropy', metrics = ['accuracy'])***

Our convolutional neural network has now been compiled. It's time to fit the model on our training data.

We will use the fit method to train our convolutional neural network. Let's start by creating an empty invocation of the fit method:

cnn.fit()

As you would expect, we need to somehow pass our training data set in as a parameter of this fit method. Specifically, the training data needs to be passed in as the parameter x.

We stored our training data set (after performing image augmentation on it) in the variable training\_set earlier in this tutorial. With that in mind, we need to pass x = training\_set into the fit method.

The next parameter that we need to specify is our validation data. This is the data set that our convolutional neural network will use to evaluate its performance in each epoch.

This parameter must be passed in as validation\_data and we will use the images stored in the test\_set variable to do this. Accordingly, we'll pass in validation\_data = test\_set as the second parameter.

The last parameter that we must pass in to our fit method is the number of epochs that we would like our convolutional neural network to perform. Let's keep things simple and use epochs = 10.

Putting all of this together, and we can train our convolutional neural network using this statement:

***cnn.fit(x = training\_set, validation\_data = test\_set, epochs = 10)***

There are two things to note about running this fit method: It may take 10-15 minutes for the model to finish training. This is by design - convolutional neural networks take much longer to train than artificial neural networks because of their added computational complexity. If you receive an error that reads something like Could not import PIL.Imag, then run the command pip install pillow or pip3 install pillow on your command line.

**Please share the output of the first, fifth and tenth epoch of training as an image here [2 marks]**

This printed output shows the loss function's value and the model's accuracy in each epoch (or iteration) of our training process for this convolutional neural network. You should notice that the metrics improve over time.

# The output generated when training a convolutional neural network

Once this process has been completed, you have successfully trained your convolutional neural network. We can now make predictions using the trained model.

## Making Predictions With Our Convolutional Neural Network

It's now time to make predictions using our fully trained convolutional neural network.

Import the entire image module, so we'll do that now with the following command:

***from tensorflow.keras.preprocessing import image***

The next thing we need to do is load the images we are using to make predictions into our Python script. We will be making predictions on two images: one image that contains a cat and one image that contains a dog.

Both images are present within the predictions folder of our current working directory. Their file names are cat\_or\_dog\_1.jpg and cat\_or\_dog\_2.jpg

To load these images into our Python script, we need to use the load\_img function from the image module. This function accepts two parameters:

The filepath of the image you'd like to load in (including the file extension).

The target size that you'd like to resize the image to. This is a very important parameter since the image must be resized to the same dimensions as the training data. Recall that we had previously resized the training data to be 64x64, so we will specify target\_size = (64, 64).

Here are the Python statements to load our two images into the program:

***test\_image\_1 = image.load\_img('predictions/cat\_or\_dog\_1.jpg', target\_size = (64, 64))***

***test\_image\_2 = image.load\_img('predictions/cat\_or\_dog\_2.jpg', target\_size = (64, 64))***

These images now need to be transformed slightly before they can be passed into our predict method. As discussed previously in this tutorial, the predict method accepts a two-dimensional NumPy array of pixel colors.

Fortunately, there is a function called img\_to\_array with the image module that makes it easy to perform this transformation.

Here are the commands to do this:

***test\_image\_1 = image.img\_to\_array(test\_image\_1)***

***test\_image\_2 = image.img\_to\_array(test\_image\_2)***

The last step of perdition preprocessing that must be performed is to batch our test data.

Remember that we specified batch\_size = 32 in our flow\_from\_directory function earlier in this tutorial? This means that our training data was grouped into batches of size 32 when the model was trained. We must match this batch size to calculate predictions on our test data.

We will use NumPy's expand\_dims function to do this, which will artificially expand the dimensions of our photo's data. Here are the commands to do this:

***test\_image\_1 = np.expand\_dims(test\_image\_1, axis = 0)***

***test\_image\_2 = np.expand\_dims(test\_image\_2, axis = 0)***

That concludes the preprocessing of our prediction data. We can now use our convolutional neural network to make a prediction about whether an image contains a cat or a dog!

As with most machine learning models, we can calculate predictions using the aptly-named predict method called on our cnn object. Here's how to do this for the first image;

***print(cnn.predict(test\_image\_1))***

This outputs:

[[0.9996136]]

Similarly, here's how we can make a prediction for the second image:

***print(cnn.predict(test\_image\_2))***

This outputs:

[[0.4850491]]

These predictions are meaningless without knowing whether 1 and 0 are assigned to cats or dogs by our convolutional neural network.

Fortunately, determining which number corresponds to each animal is simple.

The training\_set variable that we created earlier in this lab contains an attribute called class\_indices that is a dictionary with keys and values showing which number corresponds to each animal.

You can reference the dictionary with training\_set.class\_indices. Here's the dictionary for our convolutional neural network:

{'cats': 0, 'dogs': 1}

With this information, you can now recognize that our model believes the first image is a dog (since its predicted value is greater than 0.5) and the second image is a cat (since its predicted values is less than 0.5).

Both predictions are correct! It is also worth noting that each numerical output from our convolutional neural network can be interpreted as the probability that an image contains a dog.

**Please share the output probability that you have obtained for the two test images. Please mention the name of the image and the probability value obtained for it. [2 marks]**